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Abstract

We propose a novel method to develop robust action policies using an automated curriculum which seeks to improve task generalization and reduce policy brittleness. Our Reward-guided Curriculum (RgC) self-reflectively chooses what to train on in order to maximize rewards over a task domain, and is a single-policy meta-learning approach designed to augment the training of existing architectures. Experiments on multiple retro Sonic the Hedgehog video games and classical controls tasks indicate notable improvements in task generalization and robustness of the policies trained with RgC. RgC yields a more than 15% improvement over existing baselines on held-out levels in the video game tasks and boosts robustness to changes in dynamics on the controls tasks by more than 10%.

1 Introduction

Deep Reinforcement Learning (RL) techniques have demonstrated laudable performance across a wide array of tasks in games, controls, and more. However, the brittleness and capacity for generalization of trained RL policies remain open problems [16, 12, 6, 18, 29, 30]. These problems are important to address, especially in practical applications, where one might expect varying degrees of distribution shift at test time and where RL agents may encounter states significantly dissimilar from those experienced during training. For example, consider the Sonic the Hedgehog games for the SEGA Genesis (see Figure 1). Each game is made up of a number of different zones and zones are broken up into acts. Different zones present with significant aesthetic difference and every act presents with a different level layout. Such variations in the task domain can severely impair the efficacy of RL agents on unseen environments unless steps are taken to promote generalization over the task distribution.

While a number of previous works attempt to address the sensitivity and generalizability of RL policies [7, 19, 9, 26, 22, 28, 27, 23, 21], we note that they typically sample from a uniform or normal distribution over tasks. Some, such as Ensemble Policy Optimization (EPOpt) [21], go further with post-processing steps to heuristically determine which experiences to keep from a series of rollouts. However, such an approach simply compensates for the sampling strategy being used after the fact.
as opposed to addressing the sampling strategy itself. In this work we ask: is naive sampling over task variation the best we can do?

In an effort to more intelligently utilize experience gained on a training set and improve robustness and generalization, we develop an approach called Reward-guided Stochastic Curriculum (RgC). RgC automatically constructs a training curriculum for each learner to best motivate the learning of robust action policies. We accomplish this by formulating the training curriculum as a multi-armed bandit problem seeking to maximize episodic rewards over the training set, with the bandits guiding sampling probabilities over task distributions. This allows for active control over the tasks sampled during the course of training. RgC is not a RL algorithm in itself, but is rather a meta-learning scheme that is built to automatically guide how RL agents explore the training domain to improve generalization over the task distribution. It is built on the hypothesis that following a training curriculum which allows the agent to acquire more ‘useful’ experience would result in more robust performance.

The primary advantage of RgC is that by contextualizing past experiences and periodically updating the sampling strategy over the training distribution, RgC constantly pushes the RL agent to explore the task-domain in a way that maximizes expected value gain. This contrasts other naive sampling strategies in that the choice of what experience is gained is an active one and completely under the learner’s control. Furthermore, constructing the curriculum as a bandit problem allows learners to adapt sampling strategies during training in a principled way to suit the needs of each agent.

Experiments over multiple tasks show that our method helps agents learn more robust policies, which generalize better and are less brittle to distributional shifts in the task domain when compared to approaches that use simpler sampling strategies [16][21].

2 Reward-guided Stochastic Curriculum

In this paper, we mainly tackle tasks that present with multiple settings (e.g., game levels, pendulum mass, etc.) and the objective is to develop policies that generalize over all settings. We also want agents to be robust enough to operate under novel tasks settings not experienced during training. We focus specifically on developing model-free RL agents as they do not require any additional knowledge about the task during deployment. Modeling the domain requires prior knowledge of the extent of the task domain, which is not always available at training time.

Our hypothesis is that not all experiences carry equal significance in training. When a person attempts to learn a new skill, they may not remember every aspect of the learning process, but rather focus on the moments that offered the critical insight allowing them to advance their understanding of the skill. We attempt to extend a similar intuition to learning in RL, so that the learning algorithms can automatically identify and prioritize experiences which offer the most value gain. We propose RgC as a way to holistically consider both the past and future impact of choosing to train on any particular instantiation of a task in order to actively inform how tasks are sampled from the training distribution.

RgC draws inspiration from Graves et al. [8], who tackle the problem of multi-task Natural Language Processing with automated curricula. Like them, we formulate the problem of developing an automated curriculum as a multi-armed bandit problem, however we apply it towards RL tasks.

Figure 1: (Left) Sampling of frames from each zone in the Sonic the Hedgehog games - Sonic 1 and 2 are considered here (top and bottom 2 rows respectively). Note the visual dissimilarity between different zones, even between zones of the same game. (Right) Sampling of different act (level) layouts from the Marble (top) and Labyrinth (bottom) zones. Note that while the levels are visually similar, their layout is significantly different.
define the curriculum as a sampling policy over the task distribution, where the bandit’s choices correspond to determining how tasks should be sampled from the task distribution. To compensate for the needs of each agent being trained, the curriculum also needs to be adaptive. The goal of the bandit is to maximize the payoff of every choice it makes. This would be trivial if the values of each arm are known; however, when choice-values are not known, it is necessary to estimate the value by exploring the task domain and this estimation needs to evolve as new information is gained.

A basic curriculum over \( N \) possible task settings can be constructed as an \( N \)-armed bandit, with the syllabus of the developed curriculum intended to maximize the reward that the RL agent achieves over the entire task distribution. Over \( T \) rounds of ‘play’, the bandit/curriculum makes a choice, \( \alpha_t \in \{1, \ldots, N\} \), corresponding to a decision to train under a specific task setting, and observes a payoff \( r_t \), computed as the difference in mean rewards observed before and after training on the selected task setting. The goal of the curriculum is to consistently sample rollouts from the task distribution to maximize learning gains.

To choose settings on which to train in order to minimize regret and maximize overall reward, we employ the Exponentially-weighted algorithm for Exploration and Exploitation (Exp3) [3]. Specifically, we use the Exp3.S variant of the algorithm to develop our multi-armed bandit’s policy, which employs an \( \epsilon \)-greedy strategy and additively mixes weights to ensure that the probabilities of selecting any particular action are not driven to insignificance. We define \( \epsilon \) to limit the maximum probability of any setting being selected. (Note: we present Exp3.S similarly to Graves et al. [8], which is mathematically equivalent to the algorithm as it is presented by Auer et al. [3]).

We further extend the method to attach a different bandit to each different task variable in the training distribution (for example, if mass and volume were variables in a controls task, we would use two bandits - one for mass and one for volume, and each bandit would select different masses or volumes to train on respectively). This multi-multi-armed bandit structure allows for a linear growth of the number of arms to be maintained with the number of variants per variable, as opposed to polynomial growth.

A bandit \( m \in M \) (where \( M \) is a set of task variables) has a policy defined by weights, \( w_{m,i} \) \( \forall i \in \{1, \ldots, N_m\} \), corresponding to the \( N_m \) possible task-variable settings. At bandit-step \( t \) the bandit chooses setting \( a_{m,t} \sim \pi_{m,t}^{\text{Exp3.S.}} \), where \( \pi_{m,t}^{\text{Exp3.S.}}(i_{m}) \) is the sampling probability of setting \( i_{m} \):

\[
\pi_{m,t}^{\text{Exp3.S.}}(i) := (1 - \epsilon) \frac{e^{w_{m,i,t}}}{\sum_j e^{w_{m,j,t}}} + \frac{\epsilon}{N_m}
\]

At the end of each bandit step, the weights are updated based on observed payoff, \( r_t \):

\[
w_{m,t+1,i} := \log \left( 1 - \alpha_t \right) \eta_i + \frac{\alpha_t}{N_m - 1} \sum_{j \neq i} \eta_j
\]

where \( \eta_k = e^{(w_{m,t+1,k} + \hat{r}^\beta_{M,t,i} - \mu^2_{t+1})} \)

where \( w_{m,t} = 0 \), \( \alpha_t := t^{-1} \), and the importance sampled payoff is computed as:

\[
\hat{r}^\beta_{M,t,i} := \frac{r_t \prod_{m \in M} \mathbb{I}_{[a_{m,t} = i_m]} + \beta}{\prod_{m \in M} \pi_{m,t}^{\text{Exp3.S.}(i_m)}}
\]

To bound the magnitude by which an arm’s weight might change at any given step, payoffs, \( r_t \), per bandit step, \( t \) are scaled such that \( r_t \in [-1, 1] \):

\[
r_t := \begin{cases} 
-1 & \delta R_t < \mu^2_{t+1} \\
1 & \delta R_t < \mu^2_{t+1} \\
\frac{2(\delta R_t - \mu^2_{t+1})}{\mu^2_{t+1} - \mu^2_{t}} - 1 & \text{otherwise}
\end{cases}
\]

where \( \delta R_t = R_t - R_{t-1} \) is the true bandit policy payoff at step \( t \), computed based on mean rewards achieved by the agent on the set of environment settings of interest, and \( \mu^2 \) represents the \( x \)th percentile of payoffs achieved: \( \{r_s \leq t\} \). Algorithm 1 outlines the workings of the RgC pipeline.

A key difference in our method from that employed by Graves et al. [3] is in how we define the payoff, i.e. the value gained by training on a specific task setting. Graves et al. perform a comparison
Algorithm 1 Reward-guided Curriculum

**Initialize:** \( w_{m,i} = 0 \ \forall \ i \in N, \ \forall \ m \in M \)

for \( t = 1 \ldots T \) do

Sample \(|M|\) task-variable values \( a_{m,t} \sim \pi^{Exp, S}_{m,t} \ \forall \ m \in M \)
Sample \( K \) task initializations uniformly from a valid space of initializations

for \( k \in K \) do

Compute Initial Reward of actor-network policy \( p_\theta \) on initialization \( k \): \( R^{pre}_{k} \)

end for

Train network \( p_\theta \) on \( k \in K \)

for \( k \in K \) do

Compute Post-training Reward of network \( p_\theta \) on initialization \( k \): \( R^{post}_{k} \)

end for

Compute learning progress \( \delta R_t := mean(\{R^{post}_k - R^{pre}_k\} \ \forall \ k \in K) \)

Map \( \delta R_t \) to \([-1, 1]\) by (4)

Update weights \( w_{m,i} \) by (2)

end for

on the training loss before and after training, utilizing the same loss metric that is employed by the network. We instead compute our payoff based on the difference in mean episodic rewards over the task distribution before and after training. By doing so, we ensure that the curriculum is based strictly on how the agent is actually performing on the overall set of tasks, as opposed to the agent’s own estimation of how well it is performing. Going back to the analogy of a person learning a new skill, RgC’s use of the raw reward signals is akin to evaluating performance based on an external exam as opposed to a self assessment. We expect this to be important particularly because we are developing model-free agents, which do not explicitly attempt to model the task environment or its parameters, to generalize to unseen task conditions. In the standard RL setting, where agents are both trained and tested on the same environments, we understand the importance of developing and relying on a good state-value estimation. However, when utilizing agents in task settings that were previously unseen, one should expect that the RL agent’s estimations of state-values to be wrong. To mitigate any adverse effects of poor self-evaluation, we choose to have the meta-learner focus on raw reward signals received directly from the tasks in the training distribution.

3 Evaluation

3.1 Baselines

As a point of comparison for RgC, we compare our method against two popular approaches to promote generalization: (i) joint-sampling, and (ii) EPOpt [21].

Joint-sampling offers the simplest basic baseline for a model-free learning approach to handle a distribution of tasks. During training, tasks are sampled uniformly from a training distribution. Randomization techniques, despite their relative simplicity, have been noted to offer notable improvements in the robustness of trained policies [16, 27, 23].

Ensemble Policy Optimization (EPOpt) [21] similarly samples tasks from a task distribution to develop policies in a model-free way. A key difference is that it ‘adversarially’ prioritizes training on instantiations of tasks with the poorest performances in an effort to seek general improvement. Agents trained with EPOpt-\( \epsilon \) typically train for a set number of iterations with joint-sampling, after which adversarial experience selection begins. Experiences are gathered in batches of \( N \) task rollouts sampled from the task distribution. During the initial phase, all experiences are used for learning. During the adversarial phase, only the worst \( \epsilon \) fraction of the episodes are used. Our experiments begin the adversarial phase at the halfway point during training, with \( \epsilon = 0.2 \) and \( N = 20 \).

3.2 Tasks

To demonstrate the utility of RgC, we investigate the performance impacts of our algorithm on two classes of tasks: (i) playing video games and (ii) classical controls. Video games offer multiple aesthetically and mechanically similar levels, and the level-based structure of games allows us to create distinct training and test sets on which we can test the generalizability of RL agent policies.
On the other hand, controls tasks, which model physical interactions, require agents to be robust to variations and inaccuracies in modeling, providing a good test bed for studying policy brittleness.

Sonic Genesis Games The Sonic the Hedgehog games were featured as a part of the OpenAI Retro generalizability contest [16]. As the contest did not make their 3-game training environment publicly available, we consider generalizability across only 2 of the Sonic games individually, with two sets of training and held-out test levels for each game (details on which levels were used for training and testing can be found in the Supplementary Material). We otherwise use the same game interfaces, reward engineering and hyperparameters. We train our agents using the Rainbow [11] network architecture, which is one of the baselines provided by the OpenAI Retro Contest [16]. Here, the task variables that RgC selects from are the levels available in the training set. We evaluate RgC against its joint and EPOpt-0.2 counterparts on Sonic the Hedgehog and Sonic the Hedgehog 2 where two different train/test splits over the game levels are evaluated for each game. Details on how levels are split into training and test sets are provided in the Supplementary Material.

Simple Continuous Controls We also evaluated RgC on a series of classical continuous controls tasks - (i) pendulum balancing, (ii) balancing a cart-pole system, and (iii) 2D-manipulation of a ball on a plane. Tasks (i) and (ii) are derived from OpenAI Gym [5], while (iii) is a custom environment built using the Unity game engine. In all three of these tasks, we sought to investigate the efficacy of agents trained with RgC on tasks involving changing physics and continuous control, where we had previously observed evidence of policy brittleness (details in Supplementary Material). The pendulum and ball-pushing tasks see the mass of the pendulum and ball varied respectively, and the cart-pole has variable cart and pole masses. Our results are compared against: (i) the best results observed via a grid search (oracle) on policies trained exclusively on specific individual task settings (see Supplementary Material), (ii) policies trained with joint-sampling, and (iii) policies trained with EPOpt-0.2. All agents are trained using the Deep Deterministic Policy Gradient (DDPG) [13] architecture, using the hyperparameters proposed in the original paper. When training with RgC, the task variables our curriculum chooses from are the physics settings under which agents are trained. Further details on implementation and task set-up are provided in the Supplementary Material.

3.3 Results

Given the nature of how tasks are sampled during training, the tentative utility and generalizability of trained agents is not clearly reflected in how training rewards evolve over time. RgC chooses tasks based on which ones contribute to overall performance gains and EPOpt chooses tasks which have the worst performances. The effects of these choices on the training rewards signal can be misleading. Instead, we analyze the performance of agents over the entire task distribution - inclusive of both
Figure 3: Pendulum policy success rate comparisons [Higher is better]. Success is defined as a deviation of less than 15 degrees from the vertical steady point over the last 100 steps of a 300-step episode. 48 Tests are conducted per agent and the success rate is measured over the performances of 15 agents. Agents are trained only over a distribution of the even-numbered masses. All agents demonstrate an ability to generalize to the lower masses but, with the exception of the oracle (an agent trained only on mass 10), all training methods see a decrease in performance as the test mass increases. However, the RgC success rate does not dip until tested on the highest mass.

Figure 4: Cart-Pole policy success rate comparisons [Higher is better]. Success is defined as holding the pole steady for at least 490 of 500 steps in an episode. 15 Tests are conducted per agent with random initializations and the success rate is measured over the performances of 15 agents. Agents have access to the full distribution of the task domain during training. The oracle was trained with the highest Cart and Pole masses. It can be noted that all agents’ performances drop with an increase in Pole mass but RgC remains relatively robust, maintaining a success rate > 50% over all task settings - which neither of the baselines do.

training and test distributions. Agents trained with RgC generally perform better on average, or at least comparable, when compared to those trained with joint-sampling or EPOpt. Crucially, agents trained with RgC consistently outperform the baselines on the held-out test levels.

In the case of the Sonic games, the disparity in results for the same game under different splits of training and test sets indicates that the choice of levels used in training makes a significant difference to the performance of any agent, as indicated in Figure 2. It should come as no surprise that the quality of the training data affects the performance of learned policies on test cases. Despite this, RgC outperforms the baselines on the held-out test sets in all cases.

On the simple controls tasks, our method outperforms policies built on both joint-sampling and EPOpt, and achieves a performance more comparable to our oracle, with the Pendulum and Cart-Pole getting within 1% and 4% of their oracles’ success rates respectively (noting that the Pendulum’s oracle achieved a 100% success rate). In the case of the ball-pushing task, where we did not have a binary definition of success, it can be noted that the average error is improved over joint-sampling, being within $2 \times$ of the oracle’s error, as opposed to $3 \times$. Our method also has a significantly lower computational cost than the oracle, needing to train only a single policy as opposed to $\prod_{m \in M} N_m$ policies to find the best one.

It is also interesting to note that EPOpt’s relative performance over the tasks varies quite significantly, with it outperforming the joint-sampling baseline on the pendulum task and two of the four Sonic game configurations, but performing notably worse on all other tasks. Rajeswaran et al. [21] suggest...
that a drop in performance is to be expected on the training with EPOpt, but that the algorithm should contribute to lower variance, with lower $\epsilon$ values yielding lower variances, while also leading to improved and more stable performance on unseen environments. This claim does not appear to be substantiated by our observations. This inconsistency in the behavior of EPOpt adds further credence to similar observations made by Packer et al. [18], who noted that EPOpt appears to be very sensitive to the tasks at hand and specific network architecture used. It may also further suggest that focusing simply on the experiences where agents perform poorly does not contribute to improvements in general performance. RgC avoids issues such as these by always considering the bigger picture of the entire task distribution (or as much of it as the meta-learner has access to) and choosing tasks which can be expected to improve general performance of the agents. Furthermore, by periodically updating its beliefs on the how experience values are distributed over the task distribution, RgC is able to adapt to the changing needs of the agent as training progresses, as evidenced in Figure 6.

Figure 5: (Left) Sample visualization of the ball-manipulation environment. The ball (blue) starts at a randomly initialized point on the plane and the agent’s task is to move the ball to the arbitrarily defined goal (green) by imparting the appropriate torques on the ball. (Middle) A sample of the ball successfully reaching the goal position. (Right) Mean error achieved on the ball-pushing control task [Lower is better]. Error bars represent standard deviation of error achieved by 15 separate agents. Agents are trained and tested on the masses listed. The oracle was trained exclusively on the lowest mass. While RgC does not match the performance of the oracle, it still outperforms agents trained by Joint-sampling. Note: EPOpt comparison not reported as, at the time of writing, we were unable to train enough agents to provide comparable statistical significance.

4 Related Work

With the advent of deep RL, significant progress has been made over the past decade towards solving complex tasks. With that, the problem of generalization in RL has received increased attention from the broader RL community - with a specific focus on developing agents that are robust to distributional shifts in the task domain [10] [16] [12] [13] [29] [30].

Many of the existing model-free approaches to improving generalization appear to share a core idea: expose the agent to all the relevant task variations, attempt to account for different value associations that different tasks might encourage, and hope that some level of generalization might be achievable. Despite its simplicity, the relative efficacy of this type of straightforward approach has been well documented [16] [27] [18] [23]. The OpenAI Gym Retro Challenge [16] was conducted in an attempt to systematically test algorithms’ abilities to generalize to unseen environments by having agents play levels of Sonic the Hedgehog. Interestingly, the best-performing approaches were achieved primarily by tuning the baselines – ‘joint PPO’ and ‘joint Rainbow’, which are based on the PPO [25] and Rainbow [11] architectures respectively. This form of ‘joint’ sampling forms the basis of one of the key baselines utilized in this paper.

A number of meta-learning techniques recognize the inequality in the importance of different experiences during training and attempt to intrinsically weigh or augment experiences gained relative to their expected utility [2] [21] [24] [7] [26]. Some methods adversarially motivate generalization. EPOpt [21], the other baseline which we compare RgC to, attempts to tackle the problem of generalization by explicitly focusing on episodes with relatively poor rewards. In the context of control systems, Mandlekar et al. [14] and Pinto et al. [20] address the issue of policy brittleness in the face of
Figure 6: Sample heat-maps to visualize how the sampling probabilities over the training distribution evolves during the course of training two independent agents with RgC for Sonic the Hedgehog 1 - train/test split 1. Observe that despite starting with a uniform sampling distribution, the meta-learner eventually begins to focus on specific levels and constantly adjusts its sampling per the needs of the agent being trained. Furthermore, the sampling strategies are different between the two learners, despite operating on the same task distribution, indicating that the meta-learner adapts to the needs of individual learners.

Environment perturbation by exposing the policies to plausible physical perturbations during training. While this approach does allow for the development of robust policies, by the authors’ own admission however, such approaches may result in poor-performing policies and presents with high variance in performance.

Curriculum learning has been demonstrated as a powerful strategy in improving learning performance over multiple tasks [4, 17, 1], however curricula are often partially or completely hand crafted. An approach that is philosophically similar to ours is that of Matisen et al. [15] who similarly utilize reward signals to guide task selection. They differ significantly in how the reward information is used however. Where we use reward signals to update bandit policies, Matisen et al. opt to use linear regression to update the task sampling distribution. Comparing RgC against their technique would make for an interesting comparison in future work.

5 Conclusion

We proposed RgC, a meta-learning technique learning using automatic stochastic curricula, guided by reward signals on a task distribution, to get the most out of an agent’s training environment. The curricula developed adapt to the experiences of each learner, allowing for a notion of self-reflection and self-correction. By conducting experiments on two different video games with two sets of training and test levels for cross-validation, we observe a significant improvement in generalizability, with agents achieving more than a 15% improvement over more naive sampling strategies. RgC yields similar improvement in success rates on a series of control tasks, demonstrating reduced policy brittleness when faced with physical variations in a series of classical controls tasks.

We do however recognize some limitations of our work. The current assumption that the environment can be discretized in the manner presented cannot be expected to hold in general. Furthermore, while performance gains under the objective of generalizability are significant, it is important to recognize that RgC incurs additional computational costs in periodically evaluating the value of the sampling strategy being utilized. Though none of the tasks considered in this paper contributed to significant
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overhead, it is a fact that computational cost scales with the degree of variability in the task settings - with more variation requiring more checks. Should the algorithm be adapted to work with more diverse tasks, it would be important to consider how the meta-learning payoff can be computed efficiently. Future work would investigate techniques which could extend the principles of RgC to continuous variation in task parametrization and improve the efficiency with which meta-learning payoff signals are computed.
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